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Abstract

School of Engineering, Science and Technology
Applied Mathematics and Computer Science

Professional in Applied Mathematics and Computer Science

Unsupervised Machine Learning for the Classification of Astrophysical X-ray
Sources

by Victor Samuel PEREZ DIAZ

Context. The Chandra Source Catalog (CSC), which collects the X-ray sources
detected by the Chandra X-ray Observatory through its history, is a fertile ground for
discovery, because many of the sources it contains have not been studied in detail.
In CSC we could find several types of sources, from young stellar objects (YSO) and
binary systems, to even very far quasars (QSO) or active galaxies with supermassive
black holes in their cores. Among the potentially paradigm changing sources that we
could look for in Chandra data are compact object mergers, extrasolar planet transits,
tidal disruption events, etc. However, only a small fraction of the CSC sources have
been classified. In order to conduct a thorough investigation of the CSC sources, and
to be prepared for the coming very large X-ray surveys, we need to classify as many
catalog sources as possible.

Aims. This work proposes an unsupervised learning approach to classify as
many Chandra Source Catalog sources as possible, first exploring the advantages
and limits of using only the X-ray data available. Unsupervised learning is particu-
larly suitable given the vast amount of detections that have not been independently
classified yet. Clustering the source observations by their similarities, and then asso-
ciating these clusters with objects previously classified spectroscopically, we aim to
propose a new methodology that could provide us with a probabilistic classification
for a numerous amount of sources.

Methods. We employ unsupervised learning methods, first K-means, then focus-
ing on Gaussian Mixtures, applied to a list of X-ray properties, to probabilistically
classify high energy sources in the Chandra Source Catalog (CSC). We achieve this
by associating specific clusters with those CSC objects that have a classification in the
SIMBAD database, and then assigning probabilistic classes by association to unclas-
sified objects in each cluster with an algorithm based on the Mahalanobis distance.

Results. We are able to successfully identify clusters of previously identified ob-
jects that likely belong to the same class, and even within groups that were identified
as having predominantly a type of source, such as "galaxies", "QSO", "YSO", we find
sub-classes related to their unique variability and spectral properties. The result of
this exercise is a robust probabilistic classification (i.e. a posterior over classes) for
10090 of CSC sources. The tables for each cluster and respective code is available at
https://github.com/BogoCoder/astrox.

Conclusions. We developed a methodology to provide probabilistic class assigna-
tion to numerous X-ray sources of the Chandra Source Catalog. Through this pro-
cess we have seen that it is possible to construct a pipeline based on unsupervised
machine learning for this task. We have seen that our approach works well for par-
ticular general type of sources, such as a YSO, or extra-galactic sources. In other cases,
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we have ambiguity in the number of classes presented in a particular cluster, having
very different predominant types within them. This ambiguity might be solved by
an addition of other wavelength regime data, such as optical from SDSS (Sloan Digi-
tal Survey Summary). This analysis is planned for a future work. This thesis present
an early approach for the final goal of classifying all possible CSC sources that lacks
of a class.
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Chapter 1

Introduction

1.1 The Chandra Observatory

The Chandra X-ray Observatory is NASA's flagship mission for X-ray astronomy.
The telescope, launched to space in 1999 and currently still under operation, has
been observing the X-ray sky with two instruments, the Advanced CCD Imaging
Spectrometer (ACIS) and the High Resolution Camera (HRC). The two instruments
register X-ray sources with unprecedented sensitivity and resolution in X-ray wave-
lengths. Among the most common targets of Chandra are X-ray binaries, accreting
black holes in the center of galaxies, supernova remnants, and young, rapidly rotat-
ing magnetic stars. Over its 22 years of scientific life, Chandra has made some of the
most remarkable discoveries in high-energy astrophysics. See Fig. 1.1.

Chandra is one of the NASA’s Great Observatories, sharing a name with the
Spitzer Space Telescope (already retired), the Hubble Space Telescope, and the Comp-
ton Gamma Ray Observatory (already retired). These observatories were focused in
infrared, optical-UV and gamma-ray wavelengths, respectively, having Chandra as
its X-ray representative. See Fig. 1.2.

The Chandra X-ray Center (CXC), which is in charge of all the operations of Chan-
dra X-ray Observatory, is managed for NASA by the Smitsonian Astrophysical Ob-
servatory (SAO), part of the Center for Astrophysics | Harvard & Smithsonian, lo-
cated in Cambridge, Massachusetts.

The Chandra Source Catalog (CSC) lists the X-ray sources detected by the Chan-
dra X-ray Observatory through its history. This catalog is the base and focus data of
this work. We will cover more details in Chapter 2.

1.2 Astrophysical X-ray Sources

Chandra have made some of the most remarkable discoveries in X-ray astronomy.
These discoveries cover different kind of sources, which we are interested in classi-
fying. For the work at hand, we are basing our classification in the SIMBAD object
classification !. This source can be consulted in order to obtain more information
about the different types available. Some of the source classes that we mostly men-
tion in this work are listed here:

1.2.1 Young Stellar Objects

A Young Stellar Object (YSO) is a star in its early stage of life or evolution. A star
is constructed accumulating material from a circumstellar disk. This general class
cover several subclasses that are of interest:

Ihttp://simbad.u-strasbg.fr/simbad/sim-display?data=otypes
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FIGURE 1.1: Illustration of Chandra and its components. Credit:
NASA/CXC

FIGURE 1.2: The Great Observatories, with their representative spec-
trum. Credit: NASA
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FIGURE 1.3: The star C1331 Cyg is a T Tauri star in the dark cloud

LDN 981. The circumstellar disk is clearly visible. Credit: ESA/Hubble,

NASA, Karl Stapelfeldt (GSFC), B. Stecklum and A. Choudhary (Thiiringer
Landessternwarte Tautenburg, Germany)

T Tauri star

A T Tauri star (TTauri* in SIMBAD) is a type of variable star > that shows both
periodic and random changes in their luminosity, and has less than about ten million
years in age. As its name says, T Tauri stars are named after the prototype star
T Tau. This kind of YSO have started a process to become a main sequence star,
having a mass of the same order which is similar to our Sun. See Fig. 1.3 for an
example. Chandra observations have been of great importance in order to identify
young stars, along with optical and infrared data (Wilkes and Tucker, 2019).

BY Draconis variable

A BY Draconis variable (BYDra in SIMBAD) is a type of variable star of late spectral
types, usually a YSO. Particularly, this class refers to a rotating variable, which is a
star which changes its luminosity when it spins around. It also shows quasiperiodic
light changes, which could range from hours to several months.

2Variable star: A variable star is a star whose significance or brightness fluctuates, i.e., is constantly
changing.
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FIGURE 1.4: Galaxy NGC 3147, a type 2 Seyfert galaxy located in the
constellation Draco. Credit: ESA/Hubble & NASA, A. Riess et al.

1.2.2 Quasar

A quasar, or quasi-stellar object (RS0 in SIMBAD) is an active galactic nuclei (AGN)®
that is extremely bright and has a supermassive black hole in its center.

1.2.3 Seyfert galaxy

A Seyfert galaxy, named after Carl Seyfert, who first described the class in 1944, is
an active galaxy that hosts an active nuclei very similar to quasars in luminosity and
distance, however, the galaxy host is detectable. These galaxies tend to be sources
of powerful emissions of X-ray and radio energy, although they seem normal in
ordinary light. See Fig. 1.4. There are two generally recognized classes. Type 1
Seyfert galaxies have broad emission lines on their spectra, suggesting a central and
very rapidly expanding concentration of hot gas in its center. They are very bright in
ultraviolet and X-rays wavelengths. Type 2 Seyfert galaxies (Seyfert_2 in SIMBAD)
have emission lines that suggests slower expansion velocities. They are very bright
in the infrared wavelength, and have a characteristic bright core.

3 AGN: This are the most bright sources of radiation in the universe, powered by accretion over a
compact region in the center of a galaxy, theorized as a supermassive black hole (SMBH).
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1.2.4 Pulsars

A Pulsar (Pulsar in SIMBAD), or pulsating radio source, is a source that has a reg-
ular periodicity, particularly a compact rotating star, emitting bursts of radio emis-
sions from its magnetic poles. In general, it is accepted that this type of source is
highly-magnetised and rapidly rotating. X-ray pulsars emits burst of x-rays in inter-
vals usually regular.

1.2.5 X-ray binaries

X-ray binaries are systems of binary stars that are particularly bright in the X-ray
wavelength. In these systems we have an interaction between two objects: a neutron
star or a black hole (accretor) is accreting matter that comes from an usual normal
star (donor). X-rays can be produced by a number of reasons, including the accel-
eration of charged particles during accretion, shocks of hot gas, or thermal emission
from a compact central object. In a similar scenario, replacing the neutron star or
black hole to a white dwarf, we have a Cataclysmic Variable system. X-ray binaries
are subdivided into subclasses, that could be provided by mass in low-mass X-ray
binaries (LMXB in SIMBAD), intermediate-mass X-ray binaries, and high-mass X-ray
binarties (HMXB in SIMBAD).

1.2.6 Supernova remnants

A supernova remnant (SNR in SIMBAD) is the structure composed of gas, dust and
particles that results from a supernova explosion. Chandra have been determinant
in the identification of supernova remnants, allowing to study and understand new
phenomena never seemed before. Chandra’s first light pointed towards the Super-
nova remnant Cassiopeia A, and allowed astronomers to have the first idea of the
compact object at the center of the structure. See Fig. 1.5.

1.3 This thesis

This thesis uses data obtained from the Chandra Source Catalog (CSC), provided by
the Chandra X-ray Center (CXC) as part of the Chandra Data Archive.

The CSC is a fertile ground for discovery, because many of the sources it contains
have not been identified or studied in detail. In the Chandra dataset we can find
sources such as compact object mergers, extrasolar planet transits, tidal disruption
events, etc. However, only a small fraction of the CSC sources have been classified,
based either on their X-ray properties, or on the properties of their matching regis-
ters in other wavelengths. In order to make a systematic study of the CSC sources,
we need to classify as many as possible.

The goal of this project is to provide probabilistic classification labels to the CSC
sources, by employing unsupervised machine learning techniques and information
from already labeled sources in matching data archives. Unsupervised learning is
more suitable for this task because of the lack of a large training set of labelled X-
ray sources. By associating specific groupings (clusters) of Chandra data with spe-
cific objects that have been previously classified spectroscopically, we hope to sig-
nificantly enhance the number of sources for which a label is available. The main
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FIGURE 1.5: Cassiopeia A. Chandra’s first light. Credit:
NASA/CXC/SAO
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techniques used in this thesis are based in Gaussian Mixture Models and the Maha-
lanobis distance, we will provide further details in Chapter 3.

The goal of the project is to apply a suitable method to the CSC dataset, in order
to provide the most likely classes for thousands of X-ray astrophysical sources. We
want to research on the opportunities and limitations of an approach like this, and
analyze if it is suitable for a possible probabilistic classification.

1.4 Related work

Given the accelerating release speed of new larger surveys, a trend is happening in
astronomy, which has lead researchers to use more sophisticated statistical models,
and specifically, machine learning and data science methods, which have become
state-of-art procedures to perform classification, which is the topic that we want to
cover in the work at hand. We could say that efforts of classification of X-ray sources
with the use of machine learning methods is relatively new. It is crucial to join efforts
on this task in order to prepare as best as we can for the arrive of new, state of the
art surveys, such as the eROSITA All Sky Survey (eRASS), which is the first all sky
image in 2-10 keV band (Merloni et al., 2012). Some important progress have been
made on this task, both using unsupervised and supervised learning techniques. In
(Pineau et al., 2010) a comparison between different supervised and unsupervised
learning methods was performed for the statistical identification of XMM-Newton
sources. This research used a probabilistic cross-correlation of the 2XMMi (XMM-
Newton Serendipitous Source Catalog) catalogue with catalogs such as SDSSDR7
* or 2MASS °. In the algorithms compared we encounter: : k-Nearest Neighbours,
Mean Shifts, Kernel Density Classification, Learning Vector Quantisation and Sup-
port Vector Machines. In (Lo et al., 2014), a method of supervised learning is pre-
sented in order to automatically classify variable X-ray sources that are present in
2XMMi-DR2, specifically Random Forest. They used 10 fold cross validation and
obtained an accuracy of approximately 97% for a 7 class data set. It is emphasized
here that machine learning classification and detection of anomalies will help in the
scientific discoveries of the future. In (Farrell, Murphy, and Lo, 2015) a catalog of
variable sources in 3XMM is presented, which is autoclassified using Random For-
est. In order to train the classifier, they used variable stars manually classified from
2XMMi-DR2, at the end obtaining an accuracy of approximately 92%. We can ob-
serve that interest in this research field is still in progress, but everyday it is more
relevant. In (Rostami Osanloo et al., 2019), an automated machine learning tool for
classification of extra-galactic X-ray sources is proposed by using multi-wavelength
data, particularly data taken with Hubble Space Telescope. More focus in unsuper-
vised learning techniques have come up in the later years. In (Ansari, Zoe, Agnello,
Adriano, and Gall, Christa, 2021) a probabilistic assignment is performed using mix-
ture density networks (MDN). Training data is composed of magnitudes from the
SDSSDR15 and WISE®. An approach using infinite Gaussian mixture models is used
in order to classify the objects in the dataset as stars, galaxies, or quasars, and to
adjust the optimal parameters of the MDN. As a result, they had an accurate split
into stars, galaxies, and quasar of 94%. Finally, in (Logan, C. H. A. and Fotopoulou,
S., 2020) an alternative unsupervised machine learning method is presented in or-
der to separate stars, galaxies and QSO using photometric data. This approach uses

4Sloan Digital Sky Survey
5Two Micron All-Sky Survey
®Wide-field Infrared Survey Explorer
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HDBSCAN in order to find the different classes in a multidimensional color space.
Using a constructed dataset of approximately 50000 spectroscopically labelled ob-
jects, they obtained for star, galaxy and QSO classes, an F1 score of 98.9, 98.9, and
93.13, respectively.

1.5 Outline

In Chapter 2 we describe the main dataset used in this work, the Chandra Source
Catalog, with the query and preprocessing needed in order to make the data suit-
able for a first approach using unsupervised learning methods.

In Chapter 3 we describe the theoretical fundamental of the unsupervised learn-
ing methods used, and we introduce a probabilistic classification algorithm that was
used for the final output of this thesis.

In Chapter 4 we present the partial and final results of the thesis, along with a
discussion of the implications, limitations and possible improvements of these.

Finally, in Chapter 5 conclusions of the thesis are summarized, along with the
outcomes and possible future work.

"Hierarchical Density-Based Spatial Clustering of Applications with Noise



Chapter 2

Data

In this study we will use an unsupervised classification pipeline to classify as many
catalog sources as possible in the Chandra Source Catalog 2.0. It is clear that any
analysis could not be performed without appropriate data. Fortunately, we do have
amazing catalogs in X-Ray astronomy, and the Chandra Source Catalog is one of
them. This chapter presents the data used for this thesis as well as the preprocessing
pipeline employed in order to make the data suitable for the application of unsuper-
vised learning methods.

2.1 The Chandra Source Catalog

The Chandra Source Catalog (CSC)! is a catalog that collects and summarizes the
X-ray sources detected by the Chandra X-ray Observatory through its history. In its
version 2.0 (CSC2), which is the second major release of the catalog, it includes prop-
erties for 317,167 X-ray sources in the sky, with a total size close to 36 TB. In these
properties we can find measurements related with the source photometry (bright-
ness), spectroscopy (energy), and variability (changes of the source over time). Prop-
erties are available for 928,280 source observation detections, which were detected
in 10,382 Chandra observations until 2014. Along these properties, we have approx-
imately 1700 columns of tabular data, usually presented across the source 5 energy
bands (broad, hard, medium, soft, and ultra-soft) for ACIS, and in 1 band for HRC
(wide).

Through its history, Chandra has observed the universe in a X-ray band of 0.5-
8 KeV. It is of general interest to detect and release organized properties of all the
sources observed by Chandra, which are valuable to all astronomers and non-astronomers,
in order to have already carefully processed data that is ready to be used in scientific
research (Wilkes and Tucker, 2019).

21.1 Chandra Source Catalog Description

The latest release of the Chandra Source Catalog, v2.0, has available measurement
properties that cover different features of a source behaviour. Particularly, the cata-
log takes advantage of data aggregation in order to increase sensitivity and be able
to detect more sources clearly. Improvements in sensitivity and sky coverage results
in having measured properties for 317167 X-ray sources in CSC2, three times the
number of sources from CSC1, allowing statistical and data science analysis in an
individual source observation scale or over large samples. These sources were de-
tected in approximately 7200 stack observations, and a total exposure time greater

Ihttps://cxc.cfa.harvard.edu/csc/
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FIGURE 2.1: CSC2 hierarchy for source/detection. (Dataset identifier:
ADS/Sa.CXO#CSC. Courtesy of NASA/CXC. Evans et al., 2010.) Taken
from (Wilkes and Tucker, 2019).

TABLE 2.1: Summary of source properties for master, stack and indi-
vidual observations. Adapted from (Wilkes and Tucker, 2019).

Property type Properties

Astrometry Source position, extent, significance, likelihood

Photometry Energy fluxes and aperture photon in each energy band, spectral model fluxes
Spectral Hardness ratios, spectral fit parameters

Variability Inter-observation and intra-observation variability probability

than 245.8 Ms (Wilkes and Tucker, 2019).

The master source properties are summarized from the stack observations in
which a detection of the source is presented. Properties for detected sources are
measured for both the stacked detection and the individual observations in the wide
band for HRC?, and in the broad?, soft*, medium®, and high6 energy bands for ACIS
(Wilkes and Tucker, 2019). A hierarchical structure of the catalog is shown in Fig 2.1.

A summary of the properties of the catalog (astrometry, photometry, spectroscopy
and variability), particularly the relevant properties for this work, is presented in Ta-
ble 2.1.

These, and many more source properties, are available through the CSCview

2(w, 0.1-10 keV)
3(b, 0.5-7.0 keV)
4(s, 0.5-1.2 keV)
5(m, 1.2-2.0 keV)
6(h, 2.0-7.0 keV)
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http://cda.cfa.harvard.edu/cscview/

2.1. The Chandra Source Catalog 11
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FIGURE 2.2: The locations of the CSC 2.0 detections in the galactic plane.
The size of each circle is proportional to the logarithm of the number of detec-
tions per stack. The color is determined by the number of close (in distance)
observations. All the little points shown here represent a possible type of
source that we could classify. For example, these could be X-Ray binaries,
quasars, young stellar objects, galaxies, etc. However, most of the sources
have not been classified yet. This represents a fertile ground for discovery,
and a clear motivation for the work at hand. Taken from the CSC documen-
tation webpage.

interface’. Detailed descrlptlons and specific properties are available in CSC docu-
mentation webpage®. In Figure 2.2 a visualization of the CSC sources over the entire
sky is presented.

2.1.2 Science with the Chandra Source Catalog

Usually, the most energetic and violent phenomena in the universe are very bright
in X-rays. For example, most supermassive black holes in the universe, such as the
famous SMBH at the core of M87 that gained recognition because of the image of
its horizon (Event Horizon Telescope Collaboration et al., 2019), are frequently first
detected by the X-ray bursts of hot gas and particles accreting around it (Perlman
and Wilson, 2005), or the very X-ray energetic jets propulsed from them (Wilkes and
Tucker, 2019). See Fig. 2.3. Thus, using the CSC is a great choice in order to con-
struct paths to discovery, given the carefully collected properties of all the sources
observed by Chandra. The CSC is also very suitable to perform a crossmatch with
other wavelength catalogs, that could help in the identification and classification of
astrophysical sources (Wilkes and Tucker, 2019), such as we do in this work. In or-
der to give probabilistic classifications to non-classified sources, we had to perform
a crossmatch with SIMBAD Database for obtaining the existing classes. A detailed
explanation of this process is explained in Chapter 3.

The Chandra Source Catalog is a rich resource of information and for potential
discovery. Most of the objects in CSC2 are unexplored Chandra detections, and most
of these detections have not been studied in detail. As we mentioned earlier, this cat-
alog includes several types of sources that range from young stellar objects and bi-
nary systems, to even very far active galaxies with supermassive black holes in their

"http://cda.cfa.harvard.edu/cscview/
8https://cxc.cfa.harvard.edu/csc/
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CHANDRA X-RAY

FIGURE 2.3: Left: Chandra X-ray image of the M87 galaxy. A clear

visual of the X-ray jet is provided. Right: the zoom toward the central

supermassive black hole of the galaxy, obtained by the Event Horizon

Telescope. Credit: X-ray: NASA/CXC/Villanova University/]. Neilsen;
Radio: Event Horizon Telescope Collaboration

cores. These different sources are presented in the Chandra Source Catalog by their
X-ray properties, which cover spectral properties, variability measurements, hard-
ness ratios, etc. These properties allow us not just to analyze the data in the search
of a particular type of object, but to be open for anomalies or possible unknown
phenomena from a X-ray source, as well to finding rare objects such as compact ob-
ject mergers, extrasolar planet transits, tidal disruption events, etc. The recent trend
that boosted new data science and machine learning techniques will help in the ex-
pansion of the horizons for discovery and investigation in high-energy astrophysics,
and the work at hand will present a new idea that could support this idea based on
an unsupervised learning technique.

2.2 Acquisition

For each source in the CSC catalog, properties are calculated on stacked images, and
also at the individual observation level, as mentioned before. This allows the study
of long and short term variability. We centered our first data acquisition in the Per
Observations Detection Table of the CSC2, which contains extracted properties in
individual observations of each source, many of them observed multiple times. This
could give us important information on the lifetime events of different X-ray sources
in the universe, and could help us identify several kind of sources, as shown in Fig.
24.

2.2.1 Querying over the CSC

In order to have a suitable set which could be well interpreted by an unsupervised
learning algorithm, we selected a subset of the CSC2 Per Observations Detection Ta-
ble. For doing this, we performed a SQL query using CSCView. This query included
the following restrictions:

e flux_significance_b> 5: flux significance in the broad band to be greater
than 5.
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FIGURE 2.4: Peak X-ray luminosity of the most prominent source

populations as function of their characteristic variability time scales

(adopted from Soderberg et al. 2009). Yellow tracks indicate the

an approximate eROSITA 0.5-2 keV sensitivities for various source

distances. The black box indicates an approximate of the Chandra

sentivity timescale, it is clear that several source classes are present.
Adapted from (Merloni et al., 2012).
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FIGURE 2.5: hard_ms vs. hard_hm, color coded by var_prob_h. A partic-
ular projection of the dimensional space of our data. We can see already a
clear functional relation between the hardness ratios at hand and the vari-
ability probability in the hard band. For example, at the top and bottom of
the distribution we can find highly variable sources. Closer to the mean of
the hardness ratios, we can find an elbow dominated by low variable sources.
This gives us clues about relations that we can not see yet in our higher di-
mensional space. We want to explore and understand those relations better
and exploit them to find a later classification.

¢ Valid values for o.powlaw_gamma.

e Valid values for o.bb_kt

With these restrictions, we aimed to have enough significant observations for
making it possible to adjust their spectra to a model, and thus be able to extract the
statistical properties needed for the analysis. As a result, we got a table with 37878
rows of unique observational registers. A visualization of a particular projection of
the properties space is shown in figure 2.5.

2.2.2 Preprocessing

Data exploration and properties preprocessing is a key step before every machine
learning model usage. For this work, we selected specific astrometry, spectral and
variability properties. We summarize the selected properties in the table 2.2.

One of the first steps of machine learning based analysis is to process the data
accordingly to the model that we are about to use. Most of the time, this means a
normalization over the values of columns in the dataset, in order to have a common
scale, which could be presented in different styles, e.g., standardization or min-max
normalization. In the work at hand we performed either just a normalization step or
a merge between logarithmic transformation and normalization, depending on the
distribution and range of the properties selected. The processing selection is shown
in the table 2.3.
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TABLE 2.2: Properties selected for the analysis at hand. Each energy
band is coded as *=b, h, m, s. Adapted from CSC documentation webpage.

column name

description

theta

aperture off-axis angle

src_area_b

area of the deconvolved detection extent ellipse, or area of the
detection polygon for extended detections for broad energy
band - extent size of the object

hard_hm

ACIS hard (2.0-7.0 keV) - medium (1.2-2.0 keV) energy band
hardness ratio - basically the ratio between the hard and
medium energy bands

hard_hs

ACIS hard (2.0-7.0 keV) - soft (0.5-1.2 keV) energy band hard-
ness ratio - basically the ratio between the hard and soft en-
ergy bands

hard_ms

ACIS medium (1.2-2.0 keV) - soft (0.5-1.2 keV) energy band
hardness ratio - basically the ratio between the medium and
soft energy bands

bb_kt

temperature (kT) of the best fitting absorbed black body
model spectrum to the source region aperture PI spectrum -
temperature of the object estimated by a black body model.

powlaw_gamma

photon index of the best fitting absorbed power-law model
spectrum to the source region aperture

var_prob_*

intra-observation Gregory-Loredo variability probability
(highest value across all stacked observations) for each
science energy band - variability probability in a single
observation with Gregory-Loredo technique.

var_mean_*

flux variability mean value

var_sigma_*

flux variability standard deviation

*

var_max_ flux variability maximum value

var_min_* flux variability minimum value

ks_prob_* intra-observation Kolmogorov-Smirnov test variability prob-
ability (highest value across all observations) for each science
energy band - variability probability in a single observation
with Kolmogorov-Smirnov technique.

kp_prob_* intra-observation Kuiper’s test variability probability (high-

est value across all stacked observations) for each science en-
ergy band - variability probability in a single observation with
Kuiper’s test.
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TABLE 2.3: Performed pre-processing on each property. Each energy
band iscoded as * = b, h, m, s.

property name log | normalization
theta X X
src_area_b X X
hard_hm

hard_hs

hard_ms

bb_kt X X
powlaw_gamma X
var_prob_*

var_mean_* X X
var_sigma_* X X
var_max_* X X
var_min_¥* X X
ks_prob_*

kp_prob_*

Specifically speaking, we could describe both of the processes as follows:

Normalization

Based on sklearn.preprocessing.MinMaxScaler class method from the scikit-learn
Python library. This transformation is defined as shown in equation 2.1, from the
scikit-learn library documentation.

0= (X — Xmin) / (Xmax - Xmin) 2.1)
Xscaled = O (Xmax - Xmin) ~+ Xmin ‘

Log transformation

We used mainly numpy here, in order to perform a natural logarithm to each of the
registers. We overcome the challenge of 0 values (which would make the natural log-
arithm undetermined) by finding the non-zero minimum value of each descriptor,
and then finding the natural logarithm of the data plus the encountered minimum
divided by 10. The process could be written formally as shown in equation 2.2.

Kmin = ,rr}in {x; e X:x; #0}
1=1...n

minval = Xin/10 (2.2)
Xjog = log(X + minval)

Before doing so, we had to make sure that all observations would have a valid
value for their properties, therefore, a removal of invalid values (NaN) was per-
formed. After this process, our dataset was reduced to 23025 sources.

We show a visualization of the difference in the range of values adopted by dif-
ferent properties in Fig. 2.6. Additionally, we show an before-after process example
in Fig. 2.7.
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FIGURE 2.6: (A): src_area_b histogram, (B): var_prob_b histogram. We

can see a clear difference in ranges between both properties. For (A) we see
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FIGURE 2.7: (A): src_area_b vs hard_hm, (B): log(src_area_b) vs hard_hm.
There is a huge skewness in the property of src_area_b, as shown in (A),
making it to accumulate in the x axis, but having as well some extreme val-
ues and outliers. By performing a log transformation processing in (B), we
see that the property distribution collapses into an spherical shape relation,
making it easier to visualize and for the model interpretation.
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Chapter 3

Unsupervised Approach with CSC
propetrties

3.1 Introduction

In this chapter we will present a theoretical background of the methods used in the
analysis performed in this thesis. First of all, we will cover the unsupervised learn-
ing techniques; after that, we will explore a crossmatching process in order to extract
types, and finally a distance-based similarity algorithm. We will explain some of the
concepts behind this algorithm, such as the Mahalanobis distance, which is the core
metric for this analysis.

Acknowledgement:
The algorithms developed in this thesis were implemented using Python. Specif-
ically, the following libraries were used:

¢ numpy: (Harris et al., 2020)

® matplotlib: (Hunter, 2007)

* pandas: (pandas development team, 2020)
* seaborn: (Waskom, 2021)

* scikit-learn: (Pedregosa et al., 2011)

* astropy: (Astropy Collaboration et al., 2013), (Astropy Collaboration et al.,
2018)

3.2 Clustering

In this subsection we will cover the theoretical foundation for the following mod-
els: K-means and Gaussian Mixtures. Both of these are methods for clustering data,
which corresponds to the task of grouping objects by their similarity. This means
that objects in the same cluster tend to be more similar between them than with ob-
jects in other clusters. In an astrophysical perspective, we can see this grouping as
a tool for finding sources with similar behaviors in their X-ray properties that could
either be the same type of source or be in a similar stage of a source stellar evolution.
Cluster analysis is of interest in many fields such as computer vision, pattern recog-
nition, bioinformatics, etc.
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For the explanation of the methods we want to cover a motivation of the EM algo-
rithm, which is the basis of the Gaussian Mixture Models technique.The expectation-
maximization (EM) algorithm is a technique for finding maximum likelihood esti-
mators of parameters in models, specifically those that depends on unobserved la-
tent variables. The latent variable in the case of a mixture model corresponds to as-
signing a data point to an specific component, i.e., finding the parameters that max-
imize the log likelihood of the multivariate mixture model. K-means corresponds
to a particular case of EM applied to Gaussian Mixtures, with stronger assumptions
and limitations. This is a motivation for having K-means as a base case, and later
perform a full analysis using Gaussian Mixtures. Thus, K-means was considered in
a exploratory way, since the final results and discussion were focused in the Gaus-
sian Mixtures output.

We proved empirically the consistency of the clusters over different iterations
of the same model, considering the different variations that could appear given the
random factor of the initial conditions of the algorithms. For our cluster number
selection (k in K-means and number of components in GMM), we used several tech-
niques such as the elbow method and silhouette analysis, but none of these gave us
significant information on the clustering performance. Thus, we based our selection
analyzing which model gave the best distinction between astrophysical properties
in clusters, and later on, the different types of sources encountered by extracting in-
formation from other dataset. Finally, we selected k for K-means and the number of
components for GMM to be 6 in both cases. The results shown in Chapter 4 4 explain
better the parameter influence and clear separation that made us choose this value.

3.2.1 K-means

K-means is one of the basic and most recognized clustering techniques out there.
Nowadays, it is one of the first techniques taught in Machine Learning courses,
specifically when we are talking about unsupervised learning techniques. This comes
for a variety of reasons, but the most important one is that it is a very simple tech-
nique. Nevertheless, do not let this discourage the potential enthusiasm about this
algorithm, because, even though it is a simple one, for a potential basic case and a
exploration of the potential of unsupervised learning in a dataset it provides an in-
teresting output.

Now, let us go deeper into the technical aspects of this algorithm. First of all,
we will assume that we have a dataset that is represented by X = {x1,...,x,}. Re-
member that each observation of our dataset could have different descriptors, a.k.a,
columns, that in a mathematical sense is describing a T-dimensional space, being T
the number of descriptors that we have in our observations.

Intuitively, what we want to do in K-means is to divide our data into K groups, or
clusters, which are constructed by having that points belonging to the same clusters
have the smallest distance between them than with other points in other clusters. As
you would infer, and following the basis of machine learning, this could interpreted
as a minimization problem. We will define that as follows.

First of all, we want to define a variable €, that will represent the belonging of
the point n to the cluster k. We will do this by having that e € 0,1 is a binary variable.
Thus, if the point n belongs to the cluster k, we will have that €, = 1, and €,; = 0
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for all j # k. Let’s call the cluster k as Cj.

Having this at hand, we come to the following definition:

1 x, €C
€ = . 3.1
nk {0 otherwise 3-1)

In addition, we will define a representative sample for each cluster as py, which
represents the mean value of the samples that belong to the cluster k. This is again
a T-dimensional variable that usually is recognized as the centroid of each cluster,
given that we will use the euclidean distance and our objective is to find the points
in the dataset that minimize the intra-cluster distances. Thus, we want to define
an assignation of data points to clusters, as well as y; vectors, such that the sum of
squares of the distance of each data point to its closest p vector is minimized. We
can define an objective function that represents the intuition given above as follows:

D=Y"Y eulxn—ml’ (3.2)
n k

This equation represents the sum of the squares of the distances of each data
point to the representative sample, or centroid, of its cluster. Our goal is to minimize
this function, finding the correspondent parameter €, and centroid vectors pi. In
a more descriptive way, we want to find the assignations of the data points to the k
clusters and their respective centroids which minimizes the function D. It is good
to mention here that, in the context of the EM algorithm, the update of the assign-
ments (e,x) is actually the expectation step, E, and the update of the centroids (p)
is the maximization step, M. Let’s recall that the K-means model is actually a partic-
ular case of the EM algorithm applied to Gaussian Mixtures. We will not go much
deeper into the details of this, but further explanation could be reviewed in (Bishop,
2006) or (Alpaydin, 2014).

Now, let’s remember that we want to minimize the objective function D. In order
to find the optimal assignation for the data points €,;, we can conclude that we
need to select the cluster k that provides the minimum squared distance to the kth
centroid. In other words, we assign the data points to the cluster represented by the
closest cluster centroid. This is formally written as:

(3.3)

. . 2
e = {1 if k :.argmm]- Hxn — ;ujH
0 otherwise

This equation describes the optimal assignments for each data point x, based on
the cluster k which gives the minimum squared distance of the point x, to its cen-
troid .

Additionally, for the optimal assignment of the new centroids y for each cluster,
we will derive the objective function D with respect to yj and then set it to 0. This
will give us that the optimal y are defined by:

e = Zn €nkXn
Zn €nk

Observe that the denominator of this result is actually the number of points that
belongs to a cluster k. Thus, this result tells us that the optimal representatives i are

(3.4)
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given by the mean of all the data points belonging to the cluster k. A pseudocode
for the k-means algorithm is provided in Alg. 1.

Initialize p, with k = {1,...,K}
Repeat until convergence
forall x, € X do
1 if k=argmin||x, — ]/thz
€nk J
0 otherwise

end
forall yp, k ={1,...,K} do
— ):n €nkXn
”k - Zn €nk
end

Algorithm 1: k-means algorithm.

A more talkative way of describing the k-means algorithm would be as follows:

* Initialize the centroids for the K clusters. This is usually done randomly, but
other methods of initialization have been proposed and could be found in the
literature (Bishop, 2006).

¢ Assign all the data points to the cluster represented by its closest centroid. This
is performed using euclidean distance.

¢ Find the new centroids by computing the mean of all the data points that be-
long to each cluster.

* Repeat this until convergence.

We used the K-means model as a first approach for separating our CSC data in
different groups by their similar properties. We applied this model over the prepro-
cessed data. We performed this process several times, changing the values for K and
using different evaluation techniques. We eventually found out that a K = 6 gave
us an interesting separation of sources given their astrophysical properties, since we
have found that some clusters tend to have particular trends in the properties of the
sources that belong to it, for example, one cluster having particularly high variable
sources, or others being dominated by hard or soft observations. Preliminar results
of this process can be observed in Fig. 3.1 and Fig. 3.2.

After analyzing the results of K-means clustering, we realized that we could have
potential difficulties due to the assumptions of K-means, which come from being a
special case of EM applied to Gaussian mixtures with equal variances for all the clus-
ters, and a labeling that is known as hard, which basically means that the output of
the algorithm is a strict assignation of the data points to a cluster, even though we
could have special cases of ambiguous data points. In addition, when we are using
K-means, we are assuming that our clusters have an spherical shape.

The absence of a soft clustering alternative, which could provide a probability
of assignation to a cluster instead of a strict labeling, and the lack of flexibility in
cluster shapes, orientations and proportions, made us think about a more general
approach that could fit well in a multidimensional data space, and that could have
potential variety of clusters features. Thus, we selected Gaussian Mixtures to be our
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FIGURE 3.1: Results of the clustering method K-means over the ce-
lestial plane.Given that we have taken per-observation data, different
observations could be related to different clusters. In this case, the
color code is given by the cluster assigned to the last observation of a
particular source. We can see a clear separation between intra-galactic
and extra-galactic sources, which tells us that the model is actually
identifying astrophysical differences between the sources.
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main model.

3.2.2 Gaussian Mixture Models and EM

As we have seen in the previous subchapter, K-means clustering comes with some
important difficulties. In order to overcome those particular restrictions, we decided
to continue the analysis with a more general approximation to clustering. For now
on, the analysis performed in this thesis will be based in the output generated by a
Gaussian Mixture Model, given some benefits that we will describe later on.

A Gaussian mixture could be described as a linear superposition, or a convex
combination, of K different Gaussian distributions

K
p(x) = 2 ﬂkN(x | Hks z“k)/ (35)
k=1

where 71; is known as mixture coefficients or mixture weigths, and is restricted to:
0<m <1 Y m=1
k

Each of the Gaussian distributions that construct this mixture is called a compo-
nent. Observe that, as we would expect, this model allows to represents more com-
plex distribution in the subsets present in the data than to fix them all to a singular
distribution, which gives us the opportunity to represent different clusters via dif-
ferent components. In order to represent clusters in our data optimally, we want to
maximize the likelihood of the parameters of the different Gaussians corresponding
to our mixture. An analytical solution for the parameters that maximizes the likeli-
hood in the case of one distribution could be obtained relatively easy. This solution
in a one dimensional case actually corresponds, as we would expect intuitively, to
the mean and variance of the actual data. However, in the case of Gaussian mixtures,
things get a little bit harder, and the maximum likelihood parameters no longer have
a closed-form analytical solution. Thus, we could use different techniques in order
to approximate those parameters, but the one that is most well adapted to the prob-
lems of unsupervised machine learning is the EM algorithm, which we will cover here
briefly.

Let’s recall that we want to find the parameters of the Gaussian mixtures that
better explain a dataset. Suppose that this dataset has observations in the form
X = {x1,...,xn}. Each of the data points x, are i.i.d (independent and identically
distributed random variables). We want to find the means 7y, the covariances X,
and the mixture weights 77; that better adjust each Gaussian in the mixture to a clus-
ter in the data.

In order to do that, let’s first consider the likelihood function which, given the
ii.d properties, leads to a first representation:

p(X|7m,uZ) =]]p(xul m,pmE), (3.6)

having:
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K
p(X | uE) =) mN(x|pm, ) (3.7)
k=1
Thus, the log-likelihood function is given by:
N K
Inp(X|mm,uE) =) In) mN(x|pm, ). (3.8)
n=1 k=1

Let’s recall that we cannot produce a closed-form analytical solution for finding
the parameters that maximize the log-likelihood defined above. A proposed iter-
ative algorithm is suitable to estimate those parameters, this algorithm is the EM
algorithm. We will optimize the log-likelihood with respect of the Gaussian Mix-
tures parameters. An usual way to do this would be to find their gradients and set it
to zero. In this case, we will present an update step formula for each of the param-
eters. These formulas are dependent of one important variable that we will define
here.

Responsibilities
The responsibility of the component k for the data point x;, is defined as:

_ N e Z)
YR N (x| pi, Ej)

We could see the responsibility as the posterior probability after observing x;,
that the kth component explains the data point x;,,. This comes from the fact that the
responsibilities for a data point is a normalized vector, and as we could see in the
numerator of the formula, the responsibilities are proportional to the likelihood of
an specific point x;,.

(3.9)

nk

Now we will give the formulas for each update of the parameters for fixed prob-
abilities. These steps are executed one at a time, having the other parameters fixed.

Means

The update formula for the mean parameters py is given by:

1 N
Mk = Ny e TnkXn, (3.10)
where we define N as:
N
Nk = nZl k- (311)

Given that this formula depends on the responsibilities 7,;, we have that the up-
date of the means actually depends on every parameter of the Gaussian mixture.

We could see intuitively that the quantity Ny is actually the total responsibility of
the mixture k for our entire dataset. Thus, we could see that the update for the means
is obtained by taking a usual mean of all the points in the dataset, weighted by the
respective responsibilities r,,; of each datapoint x, being generated by a mixture k.
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Covariances
The update formula for the covariance parameters Ly is given by:
1 N

= ﬁ rnk(xn - ,uk)(xn - ]/lk)T- (3.12)
k n=1

Ly

Again, analogous to the mean, we could see that this formula could be inter-

preted as a weighted covariance estimate for the data points x,, with the weights
being the responsibilities for a mixture k to explain a data point x,.

Mixture weights

The update formula for the mixture weights or mixing coefficient parameters 7ty is
given by:

Ni
W/
where N is the total number of data points.
Given the formula above, we could interpret it as the average responsibility that
the component k takes for all the data points, or analogously, as the relative impor-
tance of the kth mixture to the dataset.

T = (3.13)

EM algorithm

The expectation maximization algorithm (EM algorithm) is an iterative method for
finding estimates of parameters that maximize the likelihood in models dependent
on unobserved latent variables, and in particular in this case, mixture models. This
algorithm is suitable to our parameter finding problem, given that we don’t have
a closed-form solution for the parameters, since the responsibilities depend on all
the parameters of the Gaussian mixtures, suggesting an iterative procedure in order
to find the desire solution. The EM algorithm was proposed initially in (Dempster,
Laird, and Rubin, 1977) and a justification of the increase of the log-likelihood func-
tion for each step is presented in (Neal and Hinton, 1998).

The EM algorithm, as its name states, consist in two significant update steps: the
expectation (E) step, and the maximization (M) step. In the case of Gaussian mixtures,
we will first choose some initial values for the parameters of means, covariances,
and mixture weights. These parameters could initially be chosen using different ap-
proaches, a basic one would be choosing them randomly, but a more well adapted
routine is to perform first K-means clustering, assuming identity covariances, and
extract the final parameters. This is suitable for EM since, as we have said before,
K-means is a particular case of the EM algorithm applied to GMM.

After the initial parameters have been chosen, we can perform the expectation (E)
step, where we will evaluate the responsibilities given the initialized parameters.
Then, in the maximization (M) step, we will re-estimate the means, covariances, and
mixture weights. We summarize the EM routine in the Alg. 2.

Usually the convergence criterion is given by a threshold either for the log likeli-
hood or the parameters. Even though we know that in each step of the EM algorithm
the log likelihood function increments, there are no guarantees for converging to the
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global maximum, and we may fall in a local maxima. A better chance to fall in a
"good" local maximum could be determined by having better initialization parame-
ters (Deisenroth, Faisal, and Ong, 2020).

1. Initialize py, Zy, 71¢. Means, covariances, and mixture weights,
respectively.

2. E-step: Compute the responsibilities 7, using the current parameter
values

Fop = nkj\/(x | Mk Zk)
Y N (x| g, Z))

3. M-step: Re-estimate the parameters py, Ly, 71; using the already
computed responsibilities 7,:

1 N

Bk = 7 YnkXn,
Nk n=1

1 N
Y= — ) Tulxn— xn — )T,
E= N n§:1, k(en — ) (0 — i)

Ni
T = —,
TN
where
N
Nk = Z k-
n=1

4. Check for convergence evaluating the log likelihood or the parameters. If
there is no converge, repeat.

Algorithm 2: EM for Gaussian Mixtures

Throughout this chapter, we have described the Gaussian Mixtures and the EM
algorithm used to fit this model. However, we have left out details that are not rel-
evant for this thesis, but are provided in (Bishop, 2006) and (Deisenroth, Faisal, and
Ong, 2020), where we have taken inspiration. Further information about conver-
gence, proofs for the different update steps, and an important latent variable view
of Gaussian Mixtures that justifies the mathematical principles of the results pre-
sented here, are present in these references.

We have applied this method to our data, and the resulting clusters gave us im-
portant information that we used to design an algorithm for the classification of
x-ray sources. Results of these preliminary analysis are presented in Chapter 4.

3.3 Classification Algorithm

The main goal of this thesis is to provide a probabilistic classification for several
sources that have not been studied in detail before in the Chandra Source Catalog.
In order to do this, it is clear that the output of a clustering model is not enough.
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Therefore, in order to successfully provide this classification, we have constructed a
procedure based on a similarity analysis using Mahalanobis distances. But in order
to perform this similarity analysis, we have first to define observations that have
been labeled. How do we do that? We perform a crossmatch with a database that
could provide a significant amount of labels for the observations in our dataset. We
selected the SIMBAD Astronomical Database, operated at CDS, Strasbourg, France,
(Wenger et al., 2000) for this task.

For the crossmatch performed in the present work, we used a threshold of 3 arc-
sec, and we choose the best option from the found sources, i.e., the nearest source
match encountered in SIMBAD. Then, for each source, we extracted the main_type.
The astronomical software TOPCAT (Taylor, 2005) was of great help in this step.

It is important to say that, as we would expect, not every source found a respec-
tive label in the SIMBAD repository, or found an ambiguous one, such as (Unknown,
Radio, IR, Red, Blue, UV, X or gamma). These source observations are our target for
giving a probabilistic classification.

After having the respective classes for all observations in our data, we analyzed
their prominence for each of our 6 clusters. We found some classes that tend to ap-
pear in specific clusters, or being separated by their unique variability and spectral
properties. Further information on the results of this procedure will be provided in
Chapter 4.

Having labeled subclasses distributed around clusters allows us to perform a
similarity analysis. The sources that did not find any matching label, or the ones
that found an ambiguous one, will be our objective sources to classify. In order to
explain this procedure, first we will need to cover some basics.

The Mahalanobis Distance

The Mahalanobis Distance is defined as:

Dt =/ (x — )T (x — p), (3.14)

where x is an observation, u are the mean values of the sample set, with a re-
spective covariance matrix X. The Mahalanobis distance is known intuitively as a
distance measure of a point and a distribution. It was introduced in 1936 by Pras-
anta Chandra Mahalanobis (Mahalanobis, 1936).

The great power of the Mahalanobis distance is that it takes into account the cor-
relations of the data set, also not depending on the scale of measurement. This comes
as a particular advantage for this distance compared to the classical euclidean dis-
tance, since we do not know the actual distribution of each labeled subgroup in their
correspondent cluster space. Having the correlation as an influence in the measure,
allows us to take into account the distribution of the subgroup and how likely is our
objective source to belong to that distribution. It is interesting to note that when the
covariance matrix is the identity matrix, the Mahalanobis distance is equivalent to
the Euclidean distance. In other terms, if we have spherical shaped subgroups, com-
puting the Mahalanobis distance in one of the belonging points would be equivalent
to perform a Euclidean metric. From a distribution perspective, using the euclidean
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distance corresponds to Gaussian distributions with common spherical covariance
matrix, and in the other side, the Mahalanobis distance corresponds to Gaussian
distributions with a general common covariance matrix (McLachlan, 2005). From
a geometrical point of view, the Mahalanobis distance takes into acccount variances
and covariances by transforming the data with an standardization and decorrelation
process, and then, having a final transformed spherical data, we could compute the
traditional Euclidean distance.

An alternative definition of the Mahalanobis distance using two observations x
and y of the same distribution with a respectively covariance matrix ¥ is given as
follows:

d(x,y) = \/(x =)= (x - y). (315

Softmin function

We will define the softmin function as:

softmin(x;) = iXp(——xl)’ (3.16)
Zj exp(—xj)
where x; are real numbers of the vector x = {x1,...,xx}. The softmin function
is defined formally by softmin : RK — [0,1]X. The softmin function is actually
a convention of the widely known softmax function, which has been adopted par-
ticularly in neural networks and logistic regression analysis. We could define the
softmin function in terms of the softmax function as follows:

softmin(x;) = softmax(—x;). (3.17)

The main goal of the softmin function is to normalize an input real vector into
a probability distribution. Thus, after applying the softmin function, every element
of the vector will be in the range of [0,1], and YX softmin(x;) = 1. In order to do
this, in the softmax function, we apply the exponential function to each element x;
of the real vector x, and then we normalize it by computing the sum of exponentials
applied to all the elements of the vector. In this case we compute the softmin func-
tion for the negative value of x;. We do this in order to obtain the larger probabilities
with the smaller input components. We are interested in this particular minimum
convention because we will be working with distances, specifically, we want to have
larger probabilities of a point to belong to a subgroup, if the point is closer to the
distribution that explains that subgroup.

An algorithm for probabilistically classifying sources

Now that we have the basis concepts, we can cover the algorithm that we used in
order to provide a probabilistic classification to any undetermined or ambiguous
source that we encountered. We partially will call this algorithm the mahalanobis-
softmin algorithm.

First, we will explain each step in a descriptive way:

1. Takes as an input a cluster Cy.
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. Take the objective label of the objects that we want to classify, i.e., in the par-

ticular case of this thesis, we will take as objective labels NaN, Star, X and
Unknown.

. We want to bound the number of possible labels in order to have a strong

probabilistic classification. For that, we will extract the m most predominant
(in size) labeled subgroups in the cluster. We will call each of this subgroups
as predominants.

. Iterate over the observations.

¢ Compute the Mahalanobis distance of the observation to the points of each
of the predominant soubgroups. Save those distances in a vector 3. Com-
pute the mean of ¢ and save it in a vector ¥, each of the means ¥, will
represent the mean mahalanobis distance of a point to a subgroup.

¢ Apply the softmin function to ¥, the vector of mean distances to the pre-
dominants for a particular point.

e Save the output of softmin(¥). This output will correspond to the classi-
fication probabilities for a particular observation. We will call this matrix
of probabilities P.

5. Finally and optionally, we could assign a label to each of the observations by

looking at the label for which we found the largest probability.

6. Return the matrix of probabilities P.

A formal summary pseudocode of the process above is presented here:

Input: A cluster C, an array of labels objective_labels
1 C =C[objective_labels]
2 predominants <— predominant_groups(C)
3 probs_matrix < &
4 for each observation x,, in C do
5 mdists < &
6 for each subgroup G in predominants do
7 1. Compute the Mahalanobis distance of the point x,, to every point
observation y; € G.
2. mean_maha <— mean of the vector of distances generated.

¢

9 3. mdists.append(mean_maha)
10 end
11 /* Compute the probabilities using a softmin function. */

12 obs_prob < softmin(mdists)

13 probs_matrix.append(obs_prob)
14 end

15 return probs_matrix

Algorithm 3: Probabilistic classification algorithm. This algorithm assign a
probabilistic classification to specific observations in a cluster, if some labels
for some objects are provided.
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Apply an
Mormalization or log unsupervised Analysis of clusters
transform and learning algorithm by astrophysical
normalization (parameters by knowledge

Data acquisition
(query over CSC)

domain knowledge)

Assign a type to
sources that did not Analysis of Cross-match with
find any type in distribution of classes <] SIMBAD in order to
SIMBAD in each cluster extract types
(Similarity analysis)

FIGURE 3.3: An intuitive summary of the pipeline performed in the
work at hand.

A final summary of the complete procedure presented in Chapter 3 and Chapter
4 is presented in Fig. 3.3.
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Chapter 4

Results and discussion

In this chapter we will present and discuss the results of applying the methods pre-
sented earlier (Chapter 3) in the data extracted and processed from the Chandra
Source Catalog (Chapter 2).

4.0.1 Gaussian Mixtures Model Output

We performed a Gaussian Mixtures Model over the data in order to automatically
separate the different observations according to their particular astrophysical prop-
erties. This process allowed us to define clusters that are determined by a set of
astrophysical features, which could potentially describe as well a particular source
class. With this process we already obtained some results that relates to the distri-
bution of astrophysical properties over the different clusters obtained. Particularly,
from this analysis we concluded that the model was successful in completing its
task of identifying the invariant features of each of the observations, and effectively
grouping them by their similarity over the clusters. We present again the plot of
the celestial plane in Figure 4.1 in order to highlight, again, the separation of extra-
galactic and intra-galactic sources.

Figure 4.2 shows the distribution of the hardness ratios between hard and soft
band (hard_hs) and the variability probabilities for the broad band (var_prob_b)
over the resulting clusters. Cluster 4, in cyan, tends to represent softer sources, hav-
ing both high variable and low variable sources. Cluster 3, in pink, is clearly a harder
cluster, representing more energetic sources, but as well tending to have a low vari-
ability. Sources in Cluster 0 seems to be less variable than average, but also tend to
distribute both in hard and soft X-Ray spectra. More of this invariant features could
be observed for the different resulting clusters.

Figure 4.3 shows again a particular projection of our multidimensional space
over the hardness ratios, color coded by the clusters. We see here that correlations
between variables are determining separations between clusters, having for exam-
ple, clusters with sources that have a very soft X-Ray spectra, as well others that are
in the highest part of the plot, representing harder sources.

Additionally, we can observe that the model is effectively grouping the clusters
by their unique astrophysical properties and the differences presented in each source
observation. This came as a first result that encouraged us to continue in the in-
terpretation of the particular properties represented for each cluster, and how that
could be related with a particular class distribution over the set. Having partial re-
sults that separated sources, first by an extra and intra galactic dissimilarity, and then
by particular tendencies in their properties, shows us that a clustering technique
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FIGURE 4.1: Clustering result from the Gaussian Mixtures Model
over the celestial plane. Given that we have taken per-observation
data, different observations could be related to different clusters. In
this case, the color code is given by the cluster assigned to the last
observation of a particular source. We can see a clear separation be-
tween intra-galactic and extra-galactic sources, which tells us that the
model is identifying astrophysical differences between the sources.
The resulting clusters are much more dispersed over the celestial
plane compared to 3.1, but again a predominance of clusters could
be analyzed visually over specific regions of the plane.
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could potentially lead to a contrast between classes and then, to new techniques for
classifying sources that lack of counterparts in other wavelengths or have not been
studied in detail.

4.0.2 Classification

In order to be able to classify the sources, we needed classes. We extracted these
classes with the process described in Chapter 3. After the crossmatch was per-
formed, we decided to analyze if the particular separation based on astrophysical
properties was going to be reflected as well in the distribution of classes available.
For each cluster, we observed the most predominant classes by number. We present
this information in Table 4.1. For example, we could see that in the Cluster 0 we
have a clear predominance of YSOs, and even different kinds of these sources, such
as Orion_V* or TTau*. In other clusters, such as Cluster 2, we mostly find ambigu-
ous sources or unlabeled sources, but again, after those sources, the predominance
comes to YSOs. In Cluster 5 we can find other kind of sources such as Seyfert 2
galaxies, Part of Globulal Clusters or even Pulsars, being clearly dominated by extra-
galactic sources.

We could argue that the most pure clusters in terms of predominance are Clus-
ters 0 and Cluster 5, covering mostly YSOs and extra-galactic sources, respectively.
However, we also find that other clusters are not that pure, such as Cluster 2, where
we find QSO and YSO having a similar predominance. We can find this ambiguity as
well in Cluster 1, and in Cluster 3, particularly mixing HMXB and YSO. These sug-
gests that additional optical information may be needed in order to separate those
particular kind of sources that are not well defined by just the X-ray data. Observe
in most of the clusters we have a predominance of NaN labeled source observations,
telling us that most of the sources lack of a classification.

It is of importance to note that we can find the same classes in different clusters,
but as we observed previously, this could give us hints of particular sources that be-
long to a class but have a differentiated behaviour or feature, such as, for example,
their variability or their X-ray hardness. Those cases are of interest since we could
pinpoint exotic phenomena, or find particularities in the life evolution of sources.

We will remark here too that we have found that in many cases observations from
the same source that has been observed several times fell in different classes. This
is a particular result that could give us information about the different evolutionary
stages of a source, which can look different in different observations. This difference
can be due to short term changes in the physical properties of the object in question.

Having in mind that we want to probabilistic classify X-ray sources lacking of
a class label, we will focus in those sources labeled with an ambiguous class or un-
labeled at all. Approximately 44% of the sources in our data corresponds to these
subset.

Now we have everything that we need in order to perform a classification. Some
clusters that are well defined by particular astrophysical properties, and classes that
are distributed in those clusters. We use the algorithm proposed in Chapter 3 in
order to obtain a probabilistic classification for the sources that are labeled as NaN,
Star, X and Unknown, that corresponds to unlabeled sources (those that did not find
any matching type in SIMBAD), and those with an ambigous matching label (for
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main_type size main_type size main_type size
Orion_V* 495 NaN 3545 NalN 1129
YSO 418 QSO 1494 X 401
Star 298 X 1476 QSO 379
NaN 274 Star 709 YSO 358
TTau* 103 YSO 393 Orion_V* 347
X 82 Orion_V* 363 Star 243
BYDra 45 AGN 353 AGN 147
Candidate_YSO 44 Candidate_XB* 346 HMXB 132
HMXB 33 Seyfert_1 309 Seyfert_1 102
PM* 18 GICl1 270 TTau* 78
(A) Cluster 0. (B) Cluster 1. (¢) Cluster 2.
main_type size main_type size main_type size
NaN 443 NaN 410 NaN 124
X 288 Star 256 Seyfert_2 98
HMXB 167 YSO 254 X 89
YSO 125 Orion_V* 197 PartofG 45
Star 92 X 164 Pulsar 40
QSO 77 TTau* 102 Radio 40
SNR 54 HMXB 78 YSO 39
Orion_V* 47 QSO 70 QSO 35
AGN 47 PM* 57 HMXB 35
GICl1 45 GICl 54 Star 33
(D) Cluster 3. () Cluster 4. (F) Cluster 5.

TABLE 4.1: The 10 most predominant classes in each of the clusters. Recall
that we also have ambiguous and non matching sources, the last labeled as
"NaN".
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FIGURE 4.4: 2CXO J053513.6-052230, obs_id 6419, BYDra candidate

found by our model in Cluster 0. (A) DSS2 color image of the location

of the source in the Orion Nebula. (B) Classification probabilities for
the source, showing the 5 predominant classes for its cluster.

example, X type says that we have an X-ray source, but that does not tells us much).

As output, we obtained for each cluster a list of sources with a probability of
belonging to the five predominant classes of its cluster. We added another col-
umn main_type which represents the class that had greater probability for a par-
ticular source observation. You can find all the tables and the code available at
https://github.com/BogoCoder/astrox.

In order to verify the classification output of our algorithm, we have explored
manually some of the classified sources and based on astrophysical knowledge,
identify if the classification was reliable. This process comes as a first exploratory
analysis for measuring the performance of the algorithm, but further research could
be done in order to find a more suitable approach to quantify the performance of the
algorithm, such as constructing a test set with recent contributions to classification
of astrophysical X-ray sources.

We present here some examples of selected sources with their classification based
on our algorithm, and an interpretation of these results.

An example of a BYDra variable candidate is shown in figure 4.4. The source
2CX0J053513.6-052230 is located in the Orion Nebula, which is a known star-forming
region, and particularly, it is a large collection of variable stars (Muench et al., 2009).
The algorithm has been able to identify this source as a variable star, which given
its location, is a candidate for a young star. Additionally, a particular kind of vari-
able star is identified, BY Draconis variable, which could be related to a particular
quasiperiodic behaviour in the light curve and a bounded brightness fluctuation
(Lopez-Morales et al., 2006). These cases are of interest for further study, in order to
extract the predominant properties that made the source fall in this class.

Another example of a Seyfert_2, a Type II Seyfert galaxy candidate, is shown
in figure 4.5. The source 2CXO J031948.1+413046 is located in the Perseus Cluster,
which is a known cluster of galaxies in the constellation Perseus. It contains thou-
sands of galaxies in a huge cloud of gas and dust. As we could observe, the source
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10 Probabilities for 2CX0 J031948.1+413046
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FIGURE 4.5: 2CXO ]J031948.1+413046, both in obs_id 11713 and

12036, Seyfert Type 2 candidate found by our model in Cluster 5.

(A) Chandra X-ray image of the location of the source in the Perseus

Cluster. (B) Classification probabilities for the source, showing the 5
predominant classes for its cluster.

is located at the center of the cluster. Other Seyfert Type 1.5 or 2 have been studied
in the center of the Perseus Cluster, such as 3C 84 (Rani et al., 2018) (Véron-Cetty,
M.-P. and Véron, P,, 2006). These particular galaxies have a very bright core, and are
specifically bright in the infrared wavelengths. The number of candidates to be a
Seyfert Type 2 galaxy is limited, having NGC 3147 as the best candidate for a "true"
case (Matt, G. et al., 2012). Thus, specifying the invariant features that made this
source to fall as a Seyfert_2 galaxy could give us an opportunity for a proposal of a
new candidate.

As we could assume, there are limitations in our model, and even though we
had a reasonable classification output based on a manual revision, there are some
misclassified sources that are of interest for a possible improvement in the model
or identification of anomalies. For example, the source 2CXO ]232327.9+584842 is
classified in an observation as a YSO, but it is a neutron star in the center of the
supernova remnant Cas A (Potekhin et al., 2020). Another case is the source 2CXO
J053747.4-691019 is classified as an X-ray Binary, but it is a pulsar located in the
Large Magellanic Cloud (Lin, Webb, and Barret, 2012). We have just provided some
examples, but further analysis could be performed in order to identify errors in the
classification. Having this analysis at hand, an investigation over the causes of those
misclassifications would be suggested. Let’s recall that the we used per-observation
data for this work, and thus, observations of the same source could fall in very dif-
ferent classes. Those cases are of interest in order to find hints for a more robust
model or a possible anomaly candidate.

In order to summarize the classification results presented here, we could visu-
alize the distributions of the mean values over the properties, for the source obser-
vations that originally have a class (those that found a match in SIMBAD) and the
new classified sources (with the model). We present this visualization in Figure 4.6.
We can see here that most of the new labeled sources follow a similar distribution
over the properties compared to the original source observations. We could as well
observe that for particular classes we have clear trends over some properties in each
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cluster, telling to us that predominant classes have particular distributions in their
cluster space, confirming again that taking a more general measurement metric in
order to consider wider cases of distributions was a reasonable choice. For example,
in Cluster 0 we have that TTau* and BYDra have similar distributions over the hard-
ness ratios, and as it could be seen, these distributions are different compared to the
other classes in the cluster. Observe that for the new labeled observations, we have
very similar distributions over the hardness ratios for the TTau* type. However, for
BYDra we have some dissimilarity in the distribution, which in the original case was
very similar to the TTau* case. These results could give us important information
about the classification performance, since for the particular case of BYDra type, we
could say that the algorithm found some ambiguity between the different source ob-
servations available. Similar trends of the property distributions could be observed
for other cases such as Cluster 1, Cluster 2 and Cluster 4, the last as well dominated
by YSOs.

In the case of Cluster 2, we recall that it is one of the cases in which it is not clear
what particular class of sources is representing, since, for example, the most predom-
inant classes are QSO and YSO. Observe, however, that we can find a similar distri-
bution over the properties for this classes, suggesting that they share similar X-ray
properties, which is of interest, since this could be explained by abnormal phenom-
ena. However, this could encourage an addition of properties in other wavelengths,
mainly the optical, where descriptors such as the redshift would be valuable for sep-
arating these kind of sources.

For the Cluster 3, which is another case of a mixed cluster with no clear represen-
tation, we can observe big differences between the predominants distribution over
the properties. For example, we can see that QSO and SNR are very different in the
hardness ratios, one tending to the lower values, and the other tending to higher, re-
spectively. Thus, a pattern of the distribution over the properties is not really clear,
but this gives us evidence that we have sources with similar properties that tend to
group them in one cluster, and at the same time those sources can diverge in large
scales within the cluster. A similar behaviour can be encountered in the Cluster 5,
but in this case the one type of source diverging the mostis YSO, a type of source that
does not suit very much in the predominants of Seyfert_2 or PartofG. Even though
that we have very different classes (YSOs and extra-galactic objects), properties are
similar between them and could be of particular interest for a future work.
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FIGURE 4.6: Mean values of the properties for original and new la-

beled sources in each cluster. This visualization intends to show the

similarities between the distributions over the properties, product of
the model based on the Mahalanobis distance.
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Chapter 5

Conclusions and future work

In this thesis we developed a procedure to probabilistically classify sources of the
Chandra Source Catalog. This procedure is based on unsupervised learning and
distance metrics, particularly the Mahalanobis distance. First of all, in Chapter
2, we describe how we made a query over CSC2, in order to bound the amount
of registers and have enough significant sources with spectra that could be fitted
by a model. After that, we preprocessed the obtained data, based on normaliza-
tion and log transformation, in order to have data distributed in similar scales that
could be compared and determined by our machine learning model. In Chapter 3
we described the methods used, first the unsupervised learning algorithms, at the
end focusing in Gaussian Mixtures Model. After using the unsupervised learning
technique, we crossmatched the data in order to extract available classes, and fi-
nally we used an algorithm based on Mahalanobis distances in order to provide
probabilistic classification to all the sources. We described and discussed the re-
sults in Chapter 3, having as a main output for this first approach 10090 source
observations of the Chandra Source Catalog with an assigned probabilistic classi-
fication. These source observations are distributed around the clusters, and each
register have an assigned class main_type and its respective probabilities of belong-
ing to the 5 most predominant classes in its cluster. Codes and tables are available at
https://github.com/BogoCoder/astrox.

Preliminary results of this thesis were presented at the Chandra Data Science
Workshop 2021, organized by the Chandra X-ray Center. In the future we aim to
extend this research and publish a paper summarizing the most important findings.

From the main findings already presented in this work, we want to highlight the
following ideas:

¢ Through this research we have seen that it is possible to assign a probabilistic
classification to the Chandra sources using our approach.

¢ We have seen that this approach works well for particular objects such as YSOs,
or extra-galactic sources, but is ambiguous in other cases.

¢ Those cases presenting ambiguity are of importance too, and a possible im-
provement to the pipeline that could separate those kind of sources is adding
optical information.

¢ This thesis presents an early approach for the final goal of the research, which
is to present a probabilistic classification to all the sources in the Chandra
Source Catalog that lacks of a class or have not been studied in detail.


https://github.com/BogoCoder/astrox
https://cxc.harvard.edu/cdo/cds2021/abstracts.html#Session7_Talk5
https://cxc.harvard.edu/cdo/cds2021/abstracts.html#Session7_Talk5
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As a future work, there are some important points that we have not explored yet
in this work, but that are a potential opportunity of improvement or complement to
the methods and results presented.

¢ Include CSC2-SDSS (Sloan Digital Survery Summary) unambiguous matches,
adding optical information to our pipeline that would be potential differentials
for the source observations entered into the model.

* An exploration of direct semi-supervised techniques including this optical in-
formation. Although the work done in this thesis could be considered as well
as semi-supervised, it may be a good idea considered methods that are specif-
ically designed for these kind of problems.

¢ Further analysis in atypical observations that were misclassified is required.
These ambiguities could be mitigated by adding multi-wavelength data to the
model. Nevertheless, these particular cases are of interest in order to find pos-
sible anomalies or to understand better chances of improvement.
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